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Abstract—With the rapid growth of video content on social media, video summarization has become a crucial task in multimedia
processing. However, existing methods face challenges in capturing global dependencies in video content and accommodating
multimodal user customization. Moreover, temporal proximity between video frames does not always correspond to semantic proximity.
To tackle these challenges, we propose a novel Language-guided Graph Representation Learning Network (LGRLN) for video
summarization. Specifically, we introduce a video graph generator that converts video frames into a structured graph to preserve
temporal order and contextual dependencies. By constructing forward, backward and undirected graphs, the video graph generator
effectively preserves the sequentiality and contextual relationships of video content. We designed an intra-graph relational reasoning
module with a dual-threshold graph convolution mechanism, which distinguishes semantically relevant frames from irrelevant ones
between nodes. Additionally, our proposed language-guided cross-modal embedding module generates video summaries with specific
textual descriptions. We model the summary generation output as a mixture of Bernoulli distribution and solve it with the EM algorithm.
Experimental results show that our method outperforms existing approaches across multiple benchmarks. Moreover, we proposed
LGRLN reduces inference time and model parameters by 87.8% and 91.7%, respectively. Our codes and pre-trained models are
available at https://github.com/liwrui/LGRLN.

Index Terms—Graph representation learning, video summarization, query suggestion.

✦

1 INTRODUCTION

V IDEO contents processing is a crucial field in multime-
dia analysis [1], [2], [3], [4], [5], [6], [7], [8]. The video

summarization task aims to create concise representations
of video content by selecting key frames or segments that
capture the main information. This task has gained im-
portance due to the massive daily growth in video data,
especially on social media platforms [9], [10], [11], [12]. The
rise of platforms like YouTube, TikTok, and Instagram has
led to an explosion in short video content. As of 2023,
about 900 hours of video are uploaded to YouTube every
minute, amounting to approximately 1.2 million hours of
content daily1. YouTube Shorts alone receive around 70
billion daily views, highlighting the significant consump-
tion and production of short-form video content. These
staggering numbers underscore the necessity for effective
video summarization techniques to efficiently manage and
navigate this vast amount of data [13], [14], [15], [16],
[17], [18]. Therefore, the numerous video summarization
methods have been proposed in recent years [19] [20] [21]
[22] [23] [24] [25] [26] [27] [28]. Video summarization can
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be broadly categorized into keyframe-based summarization
and key shot-based summarization. The former selects im-
portant frames to create a static storyboard, while the latter
segments the video into shots and selects informative ones
to generate dynamic video skimming. In this paper, we
focus on generating accurate and efficient video skimming,
considering practical application scenarios [29] [30].

In this work, we focus on video summarization, where
a user’s natural-language query guides the selection of a
compact set of key frames or shots to create a temporally
coherent visual summary of the video. In contrast, video
captioning aims to generate free-form textual descriptions
for a given video and has seen rapid progress. Li et al. [31]
propose a hierarchical modular network that aligns video
and language semantics across entities, verbs, predicates,
and sentences, enhanced by scene-graph–based learning, to
advance video captioning beyond word-level supervision.
Ma et al. [32] introduce a style-aware, two-stage framework
that incorporates caption styles and dynamically encodes
video-style cues, enabling more precise and diverse video
captions. Tian et al. [33] propose a retrieval-inspired video
captioning framework featuring a learnable token-shift
module for fine-grained temporal modeling and a Refine-
former for cross-attentive patch–caption integration. Ma et
al. [34] present a zero-shot video captioning framework that
leverages learnable tokens to bridge frozen vision–language
models with GPT-2 for test-time adaptation, enabling video-
aware captioning without training data and yielding signifi-
cant performance gains. Although related, the two tasks dif-
fer in output modality, objective, and evaluation criteria. We
focus on summarization because it produces interpretable,
efficient, and controllable video skims. This motivates our
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language-guided graph representation learning approach,
which explicitly captures long-range temporal and semantic
relationships while maintaining a lightweight design.

Existing video summarization methods aim to enhance
the model’s ability to capture global dependencies, inte-
grate multimodal information, and detect saliency. Due
to the informative and complex content of unconstrained
videos (e.g., home videos or surveillance footage), Sun et al.
[20] generated montage summaries representing the video’s
main content by detecting salient segments. DSNet [25]
employs a dual-stream network architecture that simultane-
ously processes content and style information, creating more
comprehensive summaries. However, traditional sequential
models struggle to capture long-range dependencies in
videos, which makes it difficult to produce high-quality
summaries. Zhao et al. [26] addressed this by modeling
videos as graph structures and using graph convolutional
networks to capture global dependencies between shots,
resulting in more representative summaries. Despite these
advancements, existing methods lack the flexibility to cus-
tomize summaries based on user requirements. Effectively
leveraging various modalities (e.g., visual, audio, and tex-
tual) is crucial for improving the quality of summaries.
CLIP-It [24] introduced a multimodal transformer guided
by language to generate video summaries, allowing users
to customize summaries through natural language queries
and enhancing both flexibility and accuracy. QMS [23] pro-
posed a query-based micro-video summarization method
that automatically generates short video summaries relevant
to user queries. VideoXum [27] employs a multimodal trans-
former to combine different modalities of video information.
Different from previous graph methods, Hong et al. [35]
model language–visual entity relationships for navigation
decisions, and Shabani et al. [36] sparsify traffic graphs for
forecasting. In contrast, our method represents each video
frame as a node, builds forward, backward, and undirected
temporal graphs, integrates language tokens through ex-
plicit edges to video nodes, and applies bi-threshold rela-
tional reasoning with a mixture-of-Bernoulli EM objective,
enabling efficient and interpretable video summaries.

A practical scenario that motivates our design is query-
guided video summarization on resource-constrained de-
vices (e.g., smartphones), where computation budget and
latency strongly affect user experience. In such settings,
the key technical challenge is to reduce model cost while
still capturing global temporal and semantic associations
and supporting language-guided personalization. Our work
moves in this direction by proposing a lightweight, graph-
based approach. The main challenge in video summariza-
tion is to efficiently capture global temporal relationships
and semantic associations in resource-constrained environ-
ments, ensuring summary completeness and consistency.
Additionally, the model must offer a high level of cus-
tomization to meet diverse user needs. Unlike traditional
models generating generic summaries, this model is ex-
pected to create personalized summaries tailored to in-
dividual user descriptions. It should also generalize ef-
fectively across diverse video scenarios and user inputs.
Consequently, to deliver an efficient and accurate solution,
the model must ensure high computational efficiency while
capturing comprehensive and consistent global temporal

and semantic associations in resource-limited settings. Fur-
thermore, it should adapt flexibly to specific user needs,
generating highly personalized outputs. These requirements
are closely interconnected: computational efficiency ensures
feasibility on resource-limited devices, capturing global as-
sociations is key to high-quality summaries, and personal-
ization is vital for addressing user-specific needs.

In general, as illustrated at the top of Fig 1, conventional
methods like Transformer-based single-modal summariza-
tion face challenges like high computational costs, inconsis-
tent semantic and temporal relevance, and limited general-
ization in summaries. These limitations become especially
evident in scenarios requiring efficient and meaningful
video summarization across diverse, large-scale datasets. To
address these challenges, we propose a GNN-based multi-
modal summarization framework. This method is distin-
guished by its computational efficiency, the decoupling of
semantic and temporal relevance, and its practical user
customization capabilities. By constructing a query-oriented
graph that integrates multiple modalities, our model gen-
erates summaries that not only capture the intrinsic na-
ture of video content but also align closely with specific
user-defined queries, such as isolating scenes containing
objects like “dogs” and “birds”. Our method ensures that
the generated summaries are semantically informative and
temporally coherent, providing significant improvements
over traditional methods.

Moreover, as shown in the comparative results in the
lower part of Fig. 1, our method models the summary
generation output as a mixture of Bernoulli distribution
and solve it with the EM algorithm, outperforms traditional
approaches in metrics like cosine similarity, log Hamming
distance between ground truths, and in handling the one-
to-many mapping challenge. The integration of these fea-
tures into our model allows it to produce highly relevant,
customizable video summaries while maintaining low com-
putational cost.

In this paper, we propose a novel Language-guided
Graph Representation Learning Network (LGRLN) for
video summarization. Traditional video summarization
methods often struggle to accurately capture the intricate
temporal and semantic relationships within video content,
resulting in suboptimal outcomes. To address this chal-
lenge, our approach starts with a video graph generator
that transforms video frames into a structured graph, ef-
fectively preserving both temporal order and contextual
dependencies. This graph-based representation provides a
solid foundation for more sophisticated summarization by
maintaining the sequential nature of video content while
also considering the broader context of each frame. The
intra-graph relational reasoning module enhances this by
employing a bi-threshold graph convolution mechanism to
intelligently filter and aggregate relevant information from
neighboring frames. This module effectively reduces noise
by distinguishing between semantically relevant and irrele-
vant frames, thereby improving the precision of the gener-
ated summaries. The language-guided cross-modal embed-
ding module represents a significant advancement in video
summarization. This module integrates natural language
inputs, enabling users to generate video summaries tailored
to specific textual descriptions. This cross-modal capability
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All the scenes containing dogs and birds

RNN/Attention

Transformer-based single-modal summarization

Prediction 𝑝 𝑦|𝑘, 𝑥
Prediction 𝑝 𝑦|𝑘, 𝑥

High computational cost×
Inconsistent semantic and temporal relevance  ×
Limited generic summary×

GNN-based multi-modal summarization

Query

Computational efficiency√
Decoupled semantic and temporal relevance graph√
Practical user customization √

Video 

Video 

Query-orient 

graph

Ground Truth 𝒚𝟏

⋮

Ground Truth
Weight 𝒘𝟏

Ground Truth 𝒚𝒎

Weight 𝒘𝒎
Cosine similarity 

between ground truths

SumMe TVSum SumMe TVSum

Log hamming distance 

between ground truths

Fig. 1. The motivation of this paper. First, compared to RNN or attention-based methods, graph neural networks (GNNs) more naturally integrate
multimodal information using heterogeneous graphs, while also reducing computational complexity as edge sparsity increases. Second, GNNs
represent videos as graphs and conduct video summarization through node classification, providing strong interpretability. Finally, given that a
video in the dataset may have multiple labels, directly averaging these labels could result in information loss, making it crucial to employ appropriate
methods for processing distinct labels. To address label discrepancies in the TVSum and SumMe datasets, where cosine similarity and Hamming
distance may vary between annotators, our method applies weighted averaging within an EM algorithm framework, improving label consistency and
relevance in the generated summaries.

not only enhances the adaptability of the summarization
process but also offers a personalized experience by aligning
video content with user-defined contexts. By integrating
these three components, our architecture not only improves
the accuracy and relevance of video summaries but also
sets a new standard in cross-modal summarization, dynam-
ically aligning video content with multi-modal inputs and
significantly enriching the summarization process. On the
SumMe dataset, LGRLN achieves an F1 score of 54.7, which
represents an improvement of approximately 18.8% over
VideoSAGE. Similarly, in the TVSum dataset, it reaches an
F1 score of 58.3, representing a 13.2% improvement over
SumGraph. Despite achieving high performance, LGRLN
maintains efficiency with only 3 million parameters, which
is a dramatic reduction of more than 99% compared to mod-
els like V2Xum-LLaMA-7B, which has 7 billion parameters,
and V2Xum-LLaMA-13B, which has 13 billion parameters.
The main contributions could be summarized as follows:

• This paper introduces a novel Language-Guided
Representation Learning Network (LGRLN) for
video summarization. This framework directly inte-
grates natural language input into the video sum-
marization process, allowing users to generate sum-
maries that closely align with specific textual queries.

• We propose an intra-graph relational reasoning mod-
ule based on a dual-threshold graph convolution
mechanism. This method effectively reduces noise by
filtering and aggregating relevant information from
neighboring frames, while dynamically updating the
features of nodes and edges to address variations in
significance across video frames.

• We introduce a video graph generator that converts
video frames into structured graphs, preserving the
temporal order and contextual dependencies of the
content. To tackle the one-to-many mapping issue
in video summarization, we model the summary
scheme output as a mixture of Bernoulli distribution
and solve it using the EM algorithm.

The rest of the paper is organized as follows: Section
2 provides a comprehensive background on Abstractive
and query-oriented video summarization. Section 3 offers a
detailed description of the proposed LGRLN architectures.
Section 4 presents experimental results and visualizations,
demonstrating the efficacy of our model. Finally, Section 5
summarizes the key findings and contributions of the study.

2 RELATED WORK

2.1 Abstractive Video Summarization
Supervised video summarization methods rely on manually
annotated summaries as references. The straightforward
approach involves designing scoring models to evaluate
the summary score of each frame or shot, selecting higher-
scoring ones for the summary. Gygli et al. [37] proposed a
new method and benchmark for video summarization, eval-
uating each frame’s visual interest through ”superframe”
segmentation and selecting the best frames to create an
informative and engaging summary. Gong et al. [38] intro-
duced a supervised subset selection method using the se-
qDPP model, which learns to select informative and diverse
sets of frames from human-created summaries, achieving
high-quality video summaries. Extracting robust and effi-
cient temporal information is crucial for enhancing video
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summarization performance. Zhao et al. [39] proposed the
TTH-RNN model for video summarization, addressing tra-
ditional RNNs’ difficulties in handling high-dimensional
video features and long sequences through a tensor-train
embedding layer and a hierarchical RNN structure. Zhang
et al. [40] introduced an innovative sequence-to-sequence
learning model, adding a “review encoder” to embed the
predicted summary and the original video into the same
semantic space, comparing their distances to preserve the
video’s semantic information. Recent studies have shown
the limitations of sequential models in video modeling,
leading to the introduction of attention mechanisms or
graph convolutional networks to consider global dependen-
cies. Chen et al. [41] enhanced CNNs’ ability to capture
global relations by aggregating features globally, projecting
them into an interaction space for efficient relation reason-
ing, and then mapping the relation-aware features back to
the original coordinate space. Zeng et al. [42] constructed
a graph of action units and their relationships, using a
graph convolutional network (GCN) to capture the temporal
and semantic relationships between action units, enhancing
temporal action localization in videos. VideoSAGE [43] con-
structs a sparse graph to capture long-range frame relation-
ships and formulates the summarization task as a binary
node classification problem. Mrigank et al. [44] proposed a
fully convolutional sequence model for video summariza-
tion, treating video summarization as a sequence labeling
problem and using methods from semantic segmentation to
select important frames for summary videos.

Unsupervised video summarization methods focus on
designing learning-based criteria, transforming the task into
a subset selection problem. Early approaches leveraged
clustering algorithms to group frames or shots into clusters,
defining the center of each cluster as key-frames or key-
shots. Lee et al. [45] utilized region cues like hand proximity
and gaze to predict importance, proving effective without
being specific to any user or object. Mundur et al. [46]
presented a fully automatic video summarization technique
using Delaunay Triangulation for clustering frames, pro-
ducing high-quality summaries with fewer frames and less
redundancy than other methods. To address the insufficient
capture of fine-grained contextual scene interactions and
motion information by clustering algorithms, dictionary
learning converts the problem into a sparse optimization
problem. Elhamifar et al. [47] introduced a method to find
representative data points that describe an entire dataset
through a sparse multiple measurement vector problem,
selecting representatives via convex optimization without
assuming low-rank or cluster-centered data. SumGraph
[48] refines frame-level semantic relationships via graph
convolutions, enabling effective keyframe selection in both
supervised and unsupervised settings. RSGN [26] integrates
LSTM for intra-shot frame dependencies and GCN for inter-
shot relationships, enabling unsupervised learning through
reconstruction loss to capture both local and global video
context effectively. DSAVS [49] selects semantically rich
summaries by aligning video and text representations, en-
hanced with self-attention to capture long-range temporal
dependencies.

However, traditional video summarization methods
struggle with long-duration videos due to weak global

dependencies, inadequate modeling of local-global relation-
ships, and the diversity of video summaries. Our method
leverages a video graph generator to transform video frames
into structured graphs, thereby preserving temporal order
and contextual dependencies more effectively. Our dual-
threshold graph convolution mechanism effectively reduces
noise, dynamically updates node and edge features, and
ensures the proper modeling of frame importance. Addi-
tionally, we employ a hybrid Bernoulli distribution to model
the summarization process and optimize it using the EM
algorithm, effectively addressing the one-to-many mapping
problem in video summarization.

2.2 Query-oriented Video Summarization
Current video summarization methods generating generic
summaries are inadequate for meeting the personalized
needs of different users. Consequently, generating sum-
maries focusing on specific parts based on users’ natural lan-
guage descriptions has become a crucial challenge. Sharghi
et al. [50] proposed a probabilistic model to select key shots
from long videos based on their relevance. Sharghi et al.
[51] presented a memory network-based model for query-
focused summaries, addressing user subjectivity and evalu-
ation challenges by emphasizing semantic information over
visual features. Kanehira et al. [52] introduced viewpoint-
specific video summarization, leveraging semantic simi-
larities and differences among video groups to optimize
diversity, representativeness, and discriminativeness. Jia et
al. [23] introduced a query-oriented micro-video summa-
rization model employing an encoder-decoder transformer
to handle diverse entities and complex scenes. Narasimhan
et al. [24] proposed a multimodal transformer framework
for both generic and query-focused video summarization,
utilizing language models to guide importance scoring.

Traditional query-focused video summarization meth-
ods struggle to accurately capture query relevance and lack
explicit structured modeling. Our approach incorporates
a language-guided cross-modal embedding module, seam-
lessly integrating natural language inputs to generate video
summaries closely aligned with specific textual queries.
Utilizing a GNN-based framework, our method effectively
fuses multimodal information, ensuring high semantic con-
sistency between generated summaries and user queries.

2.3 Large Language Models in Video Understanding
In recent years, video understanding methods based on
Large Language Models (LLMs) have demonstrated out-
standing performance in video signal processing, thanks
to their powerful reasoning capabilities. For example,
Videopoet [53] can synthesize high-quality videos from
multiple conditional signals and match them with corre-
sponding audio, showcasing the potential of LLMs in video
generation. Unlike traditional methods that encode images
and videos into different feature spaces and input them sep-
arately into LLMs, Video-LLaVA [54] innovatively unifies
visual representations into a single language feature space,
fundamentally addressing the issue of projection mismatch
caused by the lack of a unified tokenization between images
and videos. This significantly enhances the efficiency of
multimodal understanding. VideoLLM [55], inspired by the
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exceptional causal reasoning capabilities of LLMs, transfers
these reasoning abilities to video sequence understanding
tasks. By introducing the Modality Encoder and Semantic
Translator, it converts video frames and other multimodal
inputs (e.g., text) into a unified token sequence, overcom-
ing the limitations of task specialization in existing video
understanding models and enabling more flexible multitask
handling. Furthermore, Videochat [56] integrates LLMs with
video foundation models via a learnable neural interface,
empowering the system with powerful video content anal-
ysis and dialogue capabilities, driving video understanding
towards more interactive and human-like experiences. Fin-
sta [57] introduces an innovative fine-grained spatiotempo-
ral alignment approach that leverages scene graph modeling
and alignment techniques, enhancing the cross-modal rep-
resentation ability of video language models and improving
the model’s understanding of complex video content.

In the field of video summarization, LLM-based methods
have also garnered widespread attention [58], [59], [60],
[61]. V2Xum-LLM [62] proposed an innovative framework
that unifies various video summarization tasks within the
LLM text decoder, significantly improving performance and
flexibility by leveraging multimodal support and unified
task modeling. M3Sum [63] simplifies the cross-modal align-
ment issue with a parameter-free alignment mechanism
and leverages LLMs’ strength in long-text understanding
to effectively enhance the quality of video summarization.

Despite significant performance breakthroughs achieved
by LLM-based video understanding methods, they still face
high training costs and inference times, which pose a ma-
jor challenge to their deployment in resource-constrained
environments. As a result, developing high-performance,
low-power video summarization models has become a key
research direction. This study presents an efficient and
lightweight LLM-driven video summarization method that
reduces computational resource consumption while main-
taining inference effectiveness, offering a new solution for
video processing in real-world applications. Experiments
on standard benchmarks validate the proposed method’s
efficiency and effectiveness.

3 THE PROPOSED APPROACH

The proposed architecture consists of four primary com-
ponents: a video graph generator, a intra-graph relational
reasoning module, a language-guided cross-modal embed-
ding module, and a bi-threshold cross-entropy loss function.
The video graph generator models the input video as three
types of graphs: forward, backward, and undirected, based
on the time intervals between frames and the direction
of the video stream, to capture information from different
directions of the video stream. The intra-graph relational
reasoning module calculates the importance score for each
node and designs aggregated weights combined with vari-
ational inference, combining prior knowledge to reduce
model sensitivity and enhance robustness. The language-
guided cross-modal embedding module considers both nat-
ural language sequences and video sequences as intercon-
nected graphs, integrating external natural language in-
structions into the video sequence to generate personal-
ized summaries. This information fusion method based on

TABLE 1
Key Notations and Descriptions

Notation Description

𝐺 𝑓 (𝑉, 𝐸 𝑓 ) Forward video graph (nodes 𝑉 , edges 𝐸 𝑓 )

𝐺𝑏 (𝑉, 𝐸𝑏 ) Backward video graph (edges 𝐸𝑏)

𝐺𝑢 (𝑉, 𝐸𝑢 ) Undirected video graph (edges 𝐸𝑢)

𝒙𝑖 ∈ R𝐷𝑥 Frame 𝑖 feature vector (𝐷𝑥 : dimension)

G(𝑉, 𝐸 ) General graph (nodes 𝑉 , edges 𝐸)

𝒉 (𝑡 )
𝑖

Node 𝑖 feature at iteration 𝑡

𝜶 𝑗

𝑖
Aggregation weight (cosine similarity)

𝝉𝑒 Time embedding for temporal order

𝐿𝐵𝐶𝐸 Bi-threshold cross-entropy loss

𝑝 (𝒚𝑖 = 1 |𝒛𝑖 ) Probability node 𝑖 is a keyframe

heterogeneous graphs can explicitly design information ag-
gregation patterns through edge construction rules, thereby
improving model interpretability and controllability. The bi-
threshold loss function adapts to varying human annotation
preferences. It models the output as a mixed Bernoulli distri-
bution, aligning the model’s output with specific annotated
preferences rather than all possible annotations, thereby
reducing the loss of label information. Tab. 1 demonstrated
the notations and descriptions in detail.

3.1 Task Description
The video summarization task is to find a mapping 𝑓 :
R |𝑉 | → R |𝑆 | , taking the video sequence 𝑉 as input and
subset 𝑆 of 𝑉 as output, and ensure that the subset 𝑆 can
contain the main semantic information of 𝑉 . In the model-
based approach, video 𝑉 will be firstly extracted frame by
frame to obtain a feature sequence {𝑥𝑖}𝑖∈𝑉 , and then a neural
network is trained on the dataset to fit the mapping 𝑓 . In
the training set, each video sequence has 𝑘 ground-truth
summaries {𝑦𝑖}0≤𝑖<𝑘 generated by different annotators. Each
annotation sequence 𝑦 is a binary sequence with a value
of 0 or 1, where whether the 𝑗-th element is 1 represents
whether the 𝑗-th frame belongs to the digest subset 𝑆.
Compared to the traditional video summarization tasks, the
video summarization task guided by natural language adds
text information 𝑡 as additional input to the mapping 𝑓 to
control the mapping behavior. This requires the mapping 𝑓

to consider more complex multimodal information.

3.2 Video Graph Generator
Consistent with VideoSAGE [43], we represent the input
video sequence as three graphs: a forward graph 𝐺 𝑓 (𝑉, 𝐸 𝑓 ),
a backward graph 𝐺𝑏 (𝑉, 𝐸𝑏), and an undirected graph
𝐺𝑢 (𝑉, 𝐸𝑢). The reason for modeling video sequences as
three types of graphs is to incorporate additional temporal
ordering. If only an undirected graph is used, for any node,
both the previous and next frames are its neighbors. The
undirected graph is not clear about the chronological order
of these two frames, so it is necessary to add a unidirectional
flow graph of information, such as a forward graph. The
reason for adding a backward graph is to bring information
about the video after each frame, which helps the node
locate its role in the entire video sequence.
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Fig. 2. The overall architectures of proposed method. Input features from video and text modalities are fused using the Language-Guided Cross-
Modal Embedding module. The fused input is then transformed into three graphs by the Graph Generator, which are subsequently fed into the three
branches of the intra-graph relational reasoning Module. Outputs from all branches are combined by addition to generate the model’s prediction.
Finally, BCE loss is used to compute the overall loss between the prediction and the ground truths.

Each video frame 𝑖 ∈ 𝑉 is considered a node in the graph,
with the representation vector 𝒙𝑖 ∈ R𝐷𝑥 representing the
features extracted from that frame using GoogLeNet [64].
If the time interval between two frames is less than the
threshold 𝝉, an edge connects them. In the undirected graph
𝐺𝑢, the edge is undirected. In the forward graph 𝐺 𝑓 , the
edge is directed from the earlier frame to the later frame,
while in the backward graph 𝐺𝑏, it flows in the opposite
direction. After generating the graph representation of the
video sequence, we use the intra-graph relational reasoning
Module to extract relevant information from the graph and
generate summarization scores.

3.3 Intra-graph Relational Reasoning Module

3.3.1 Graph Bi-Threshold Module

Due to the excellent performance of graph convolutional
networks in graph node classification tasks, we employ
graph convolution [65] for node classification, extract-
ing sufficient features from the three graphs generated
by the Video Graph Generator to generate summariza-
tion scores. The graph convolutional neural network, con-
sists of a permutation-invariant aggregation function 𝑔 :
R( |𝑁𝑖 |+1)×𝐷𝑖𝑛 → R𝐷𝑖𝑛 and a permutation equivariant iterative
function 𝑓 : R2×𝐷𝑖𝑛 → R𝐷𝑜𝑢𝑡 , where 𝑁𝑖 is the set of neighbors
adjacent to node 𝑖, 𝐷𝑖𝑛 and 𝐷𝑜𝑢𝑡 are the input and output
dimensions of each node in the graph network.

The aggregation function 𝑔 summarizes the features of
the neighboring nodes

{
𝒉𝑡−1
𝑗 | 𝑗 ∈ 𝑵𝑖

}
in the graph, capturing

the overall impact of information propagation from neigh-
boring nodes to the target node. The iteration function 𝑓

integrates the summarized information with the current
node information 𝒉𝑡−1

𝑖 ∈ R𝐷𝑖𝑛 to generate the updated node
information 𝒉𝑡𝑖 ∈ R𝐷𝑜𝑢𝑡 . The process of graph convolution
can be represented by :

𝒉𝑡𝑖 = 𝑓 (𝒉𝑡−1
𝑖 , 𝑔(𝒉𝑡−1

𝑖 , 𝒉𝑡−1
𝑗 | 𝑗 ∈ 𝑵𝑖)), (1)

where 𝑓 (·) is the iterative function, 𝑔(·) is the aggregation
function, 𝒉𝑡𝑖 represents the iterative result of the 𝑖-th node
in the 𝑡-th layer, and 𝑵𝑖 represents the set of neighboring
nodes of 𝑖.

The aggregation functions in classic graph convolutional
networks (GCN [66], GAT [67], SAGE [68], etc.) combine all
neighbor information. This approach works well when the
graph structure is clearly defined. However, if the graph
structure contains errors, such as edges between nodes
that should not be neighbors, noisy information can be
erroneously combined with the target node. For example,
in videos, camera jumps, slow motion, close-ups, and other
operations may cause adjacent frames to be semantically
non-adjacent, even if the time interval between these frames
is within the threshold. Due to special operations such as
shot jumps and close ups in videos, graphs generated solely
based on time information in Video Graph Generator will
connect many frames that are not semantically neighbors.
This will result in traditional graph networks incorporating
interference information from erroneous neighbors when
processing nodes. Therefore, we need to develop a new
graph network structure that eliminates interference infor-
mation from erroneous neighbors based on the semantic
information of nodes.

Variational inference can be used to analyze which nodes
are semantically true neighbors. For any node ℎ𝑖 , the event
that ℎ 𝑗 is a neighbor of ℎ𝑖 is defined as 𝑧, and the poste-
rior probability of 𝑧 is 𝑝(𝑧 |ℎ𝑖 , ℎ 𝑗 ). Similar to the common
practice of graph representation learning [69], we define
the posterior probability as 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥(𝑐𝑜𝑠𝑖𝑛𝑒(ℎ𝑖 , ℎ 𝑗 )), and the
probability modeled by our model is 𝑞(𝑧). However, in the
early stages of training, graph networks have limited rep-
resentation capabilities, and at this time, ℎ𝑖 and ℎ 𝑗 may not
be extracted accurately. In order to increase the robustness
of the model, we need to provide strong priors for the
distribution of 𝑞(𝑧) to reduce model sensitivity. The prior we
propose is that 𝑞(𝑧) is a ternary distribution with values of
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0, 𝛼1, or 𝛼2, where 𝛼1 and 𝛼2 are constants. This ensures that
even during network training, updates to the representation
vectors of graph nodes will not significantly cause changes
in 𝑞(𝑧), resulting in stable convergence. We use variational
inference to obtain the actual value of 𝑞(𝑧) in the network,
specifically:

max
𝑞 (𝑧)

∑︁
𝑧

𝑞(𝑧)𝑙𝑜𝑔(
𝑝(𝑧, 𝑥𝑖 , 𝑥 𝑗 )

𝑞(𝑧) ). (2)

By using the solution result of q (z) as the aggrega-
tion weight, we propose the aggregation function 𝑔, con-
siders the cosine similarity between the representation of
node 𝒉𝑡−1

𝑖 and the representations of neighboring nodes{
𝒉𝑡−1
𝑗 | 𝑗 ∈ 𝑵𝑖

}
when aggregating the neighbor information

of node 𝑖. Neighbors with low similarity are considered
semantically non-adjacent, and their aggregation weight is
reset to 0. The aggregation weight of close neighbors with
high similarity is reset to 𝛼1, while the weight for the
remaining neighbors is set to 𝛼2. The aggregation function 𝑔

is designed as follows:

𝒎𝑡
𝑖 = 𝑔(𝒉𝑡−1

𝑖 , 𝒉𝑡−1
𝑗 | 𝑗 ∈ 𝑵𝑖) =

∑
𝑗∈𝑵 𝑖

𝛼𝑡
𝑖 𝑗𝒉

𝑡−1
𝑗 ,

𝛼𝑡
𝑖 𝑗 =


0,

𝒉𝑡−1
𝑖 ·𝒉

𝑡−1
𝑗

∥𝒉𝑡−1
𝑖 ∥




𝒉𝑡−1
𝑗




 < 𝜏1,

𝛼1,
𝒉𝑡−1
𝑖 ·𝒉

𝑡−1
𝑗

∥𝒉𝑡−1
𝑖 ∥




𝒉𝑡−1
𝑗




 > 𝜏2,

𝛼2, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

(3)

where 𝒎𝑡
𝑖

represents the aggregation result of the 𝑖-th node
neighbor in the 𝑡-th layer, 𝛼𝑡

𝑖 𝑗
represents the attention of the

𝑖-th node to the 𝑗-th node in the 𝑡-th layer, ∥·∥ represents the
2-norm, 𝜏 is the threshold.

The iterative function 𝑓 (·) calculates the change in node
information ℎ𝑡−1

𝑖
based on the aggregation result and nor-

malizes it to avoid gradient explosion. This process can be
expressed as:

𝑓 (𝒉𝑡−1
𝑖 ,𝒎𝑡

𝑖 ) = 𝐺𝑁 (𝒉𝑡−1
𝑖 +𝑾2𝜎(𝑾1𝒎

𝑡
𝑖 + 𝑏1) + 𝑏2), (4)

where the nonlinear activation function 𝜎(·) uses GELU [70]
to capture complex nonlinear information, the normaliza-
tion function 𝐺𝑁 (·) represents Graph Normalization [71] to
accelerate the training speed, and 𝑾 𝒕

𝒊 and 𝑏 represent the
weight metric and bias term in the 𝑖-th MLP layer.

The output of Graph Bi-Threshold (GBT) module 𝒛𝑖 from
the final layer is designated as the score for determining
whether node 𝑖 is a summary frame. When this score is
passed through the sigmoid function, it becomes the prob-
ability that node 𝑖 is a summary frame. This process can be
expressed as:

𝑝(𝒚𝑖 = 1|𝒛𝑖) = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 (𝒛𝑖), (5)

where 𝒚𝑖 is the binary classification result of the 𝑖-th node,
and 𝒛𝑖 is the GBT output of the 𝑖-th node.

3.3.2 Time Embedding
When modeling a video as a graph, simply considering two
frames with time intervals less than a threshold as neighbors
can result in the loss of certain temporal features that rep-
resent the sequence order. For example, if three frames are
arranged in chronological order as 𝒙1, 𝒙2, and 𝒙3, and the

time interval between 𝒙1 and 𝒙3 is less than the threshold 𝜏,
then both 𝒙2 and 𝒙3 will be considered neighbors of 𝒙1. From
the perspective of 𝒙1, these two frames appear identical, and
it is not apparent that 𝒙2 is actually closer to 𝒙1. Therefore, it
is necessary to incorporate the temporal information of each
frame into the input of the graph neural network.

In certain hidden layers of the network, time embedding
is incorporated to modify the hidden layer representation:

𝒉𝑡𝑖 ← 𝒉𝑡𝑖 + 𝝉𝑒𝑖 , (6)

where 𝝉𝑒
𝑖

is the time embedding of the 𝑖-th node, that allows
the model to dynamically update the time representation
during training.

3.4 Language-Guided Cross-Modal Embedding Module

Traditional information fusion methods such as cross at-
tention mechanism use fully learnable weights for fusion.
This behavior of entrusting all behavior to autonomous
learning by the network can lead to loss of controllability.
Network behavior is completely driven by data, and it is
difficult to ensure that the network learns sufficiently robust
strategies in the case of limited data. Therefore, we integrate
text nodes and video nodes into heterogeneous graphs to
achieve multimodal information fusion. By manually con-
structing edges of heterogeneous graphs, we can explicitly
control the behavior of information fusion, thereby ensuring
controllable network behavior.

To enable video summarization guided by natural lan-
guage, we incorporate the user’s natural language as an
integral part of the model’s input. Since video sequences
are already represented as distinct nodes within a graph,
it is logical to treat natural language sequences as nodes
as well. Consequently, connections are established between
nodes representing video and natural language, forming
a heterogeneous graph 𝐺 (𝒙𝑣 , 𝒙𝑠 , 𝐸). In this graph, video
nodes 𝒙𝑣 are defined as before, while text nodes 𝒙𝑠 represent
tokens from the natural language sequence 𝑠, with node
representation vectors 𝒙𝑠 ∈ 𝑋𝑠 being the feature vectors
extracted by BERT [72]. To fully integrate linguistic informa-
tion into the video sequence, each token node is connected
to all video nodes via directed edges.

The primary objective of this module is to incorporate
natural language sequence information into the video se-
quence effectively. Since the integrated video sequence will
be represented as a graph with edges between adjacent
frames and then processed by the GBT. Because BERT
already accounts for the interrelations between natural lan-
guage tokens, this layer would disregard all edges except
those from natural language tokens to video nodes to min-
imize parameters, focusing solely on integrating natural
language information into the video sequence. Due to the
complexity of text features, we utilize a graph attention
mechanism instead of bi-thresholds as weights for the ag-
gregation function 𝑔, which can be defined as follows:

𝑔(𝒉𝑡−1
𝑖 , 𝒉𝑡−1

𝑗 | 𝑗 ∈ 𝑁𝑖) =
∑

𝑗∈𝑁𝑖
𝛼𝑡
𝑖 𝑗
(𝑾𝑡

1ℎ
𝑡−1
𝑗
+ 𝑏𝑡1),

𝛼𝑡
𝑖 𝑗 =

𝑒𝑥𝑝((𝑾 𝑡
2ℎ

𝑡−1
𝑖
+ 𝑏𝑡2)

′ (𝑾𝑡
3ℎ

𝑡−1
𝑗
+ 𝑏𝑡3))∑

𝑗∈𝑁𝑖
𝑒𝑥𝑝((𝑾𝑡

2ℎ
𝑡−1
𝑖
+ 𝑏𝑡2)

′ (𝑾𝑡
3ℎ

𝑡−1
𝑗
+ 𝑏𝑡3)

,
(7)
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where 𝛼 is the attention that integrates textual information
into video nodes, 𝑾𝑡

𝑖 and 𝑏𝑡
𝑖

are weight metric and bias term
of the 𝑖-th node, respectively.

The iterative function 𝑓 (·) retains the same structure as
GBT, employing two layers of MLP and a GELU activation
function to integrate complex information from the text.

3.5 Biased Cross Entropy Loss

For the same video, different annotators may produce var-
ied summaries based on their preferences. To leverage mul-
tiple labels from different annotators for the same video, the
conventional approach is to compute the arithmetic mean
of these labels as the summary score, and then use cross-
entropy or MSE loss to calculate the error in the model’s
output. However, these methods discard the preference
information embedded in these labels. For example, the
average of [1,0] and [0,1] is [0.5, 0.5], which represents the
highest entropy (uncertainty). In light of this, we introduce
the use of BCE loss for video summarization, reevaluating
the significance of each label by employing a weighted mean
instead of an arithmetic mean to achieve a convergence
target that incorporates preferences.

Given the possibility of multiple summarization schemes
for the same video, we model the output using a mixed
Bernoulli distribution and derive the preference cross-
entropy loss (BCE) as the loss function for LGRLN video
summarization training. If the video feature is 𝑥 and the
label is 𝑦, this results from a specific summarization strategy.
The same video may have multiple summarization strate-
gies 𝑘 , such as extracting the first or last few frames of each
scene with the same shot. However, when the strategy is
well-defined, there will be only one summarization scheme
per video under that strategy. Therefore, the probability of
modeling video summarization is 𝑝(𝑦 |𝑥) = ∑

𝑘 𝑝(𝑘)𝑝(𝑦 |𝑥, 𝑘).
Under this model, the log-likelihood function of the dataset
𝐷 is 𝐸𝑝𝐷 (𝑦,𝑥 ) [𝑙𝑜𝑔(𝑝(𝑦 |𝑥))], and 𝑙𝑜𝑔(𝑝(𝑦 |𝑥)) can be decom-
posed into

∑
𝑘 𝑞(𝑘)𝑙𝑜𝑔(

𝑝 (𝑦,𝑘 |𝑥 )
𝑞 (𝑘 )

𝑞 (𝑘 )
𝑝 (𝑘 |𝑦,𝑥 ) ), which allows us to

use the EM algorithm [73] to solve the maximum likelihood
problem of this mixed distribution.

The closest posterior probability 𝑞(𝑘) is obtained in step
E, which can be written as:

min
𝑞 (𝑘 )

𝐸𝑝𝐷 (𝑦 |𝑥 )
[∑

𝑘 𝑞(𝑘)𝑙𝑜𝑔(
𝑞 (𝑘 )

𝑝 (𝑘 |𝑦,𝑥 ) )
]
, (8)

where
∑

𝑘 𝑞(𝑘)𝑙𝑜𝑔(
𝑞 (𝑘 )

𝑝 (𝑘 |𝑦,𝑥 ) ) can be decomposed into:∑︁
𝑘

𝑞(𝑘)𝑙𝑜𝑔(𝑞(𝑘)) −
∑︁
𝑘

𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑦 |𝑘, 𝑥))

−
∑︁
𝑘

𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑘 |𝑥)) + 𝑙𝑜𝑔(𝑝(𝑦 |𝑥)),
(9)

where 𝑞 can be any distribution used to assist in training the
model distribution 𝑝.

To simplify the model, assume 𝑞(𝑘) is a binary function,
which makes its entropy −∑𝑘 𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑘 |𝑥)) a constant.
Meanwhile, due to the lack of a clear arrangement or-
der for 𝑘 , the prior distribution 𝑝(𝑘 |𝑥) is uniform, mak-
ing 𝑙𝑜𝑔(𝑝(𝑘 |𝑥)) a constant. Additionally, in the objective
function for 𝑞(𝑘), 𝑝(𝑦 |𝑥) is also a constant. Therefore, the
above minimization problem is equivalent to maximizing∑

𝑘 𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑦 |𝑘, 𝑥)), which has an analytical solution:

𝑞(𝑘) =
{
𝑏, 𝑘 ∈ 𝑆(𝑥, 𝑦),
𝑎, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

𝑠.𝑡.

0 ≤𝑎 < 𝑏 < 1,∑︁
𝑘

𝑞(𝑘) = 1,

∀𝑘1 ∈ 𝑆, 𝑘2 ∈ 𝑆,𝑙𝑜𝑔(𝑦 |𝑘1, 𝑥) > 𝑙𝑜𝑔(𝑦 |𝑘2, 𝑥),

(10)

where 𝑎 and 𝑏 are hyperparameters, and the larger the
difference between them, the greater the entropy of 𝑞. 𝑆 is
the subset closest to the model output 𝑥 in the ground truth
𝑦, and 𝑆 is the complement of all ground truths to 𝑆.

The model parameters only need to be optimized in
step M. Step M involves solving the maximization problem,
which can be defined as:

max
𝑝 (𝑦 |𝑘,𝑥 )

𝐸𝑝𝐷 (𝑦,𝑥 )
[∑

𝑘 𝑞(𝑘)𝑙𝑜𝑔(
𝑝 (𝑦,𝑘 |𝑥 )
𝑞 (𝑘 ) )

]
, (11)

where 𝑃𝐷 is the distribution in the dataset, and 𝑘 is the latent
variable, representing which strategy to use for video sum-
marization. Among them, Eq. (11) can also be decomposed
into: ∑︁

𝑦

∑︁
𝑘

𝑝𝐷 (𝑦, 𝑥)𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑦 |𝑘, 𝑥))+∑︁
𝑦

𝑝𝐷 (𝑦, 𝑥)
∑︁
𝑘

𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑘 |𝑥))−∑︁
𝑦

𝑝𝐷 (𝑦, 𝑥)
∑︁
𝑘

𝑞(𝑘)𝑙𝑜𝑔(𝑞(𝑘)).

(12)

As in the analysis of step E,
∑

𝑘 𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑘 |𝑥))
and

∑
𝑘 𝑞(𝑘)𝑙𝑜𝑔(𝑞(𝑘)) are constants variables, so only∑

𝑦

∑
𝑘 𝑝𝐷 (𝑦, 𝑥)𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑦 |𝑘, 𝑥)) needs to be optimized. To

further simplify the model, it is required that the model only
needs to learn the summary scheme under one strategy,
meaning it only needs to model one corresponding out-
put. In this case, the maximization problem in step M is
simplified to

∑
𝑦,𝑥 𝑝𝐷 (𝑦, 𝑥)𝑞(𝑘)𝑙𝑜𝑔(𝑝(𝑦 |𝑘, 𝑥)). Since whether

a frame is a keyframe 𝑦 is a binary variable, the above
equation is equivalent to:∑︁

𝑦,𝑥

𝑝𝐷 (𝑦, 𝑥)𝑞(𝑘) (𝑦𝑙𝑜𝑔(𝑝(+|𝑘, 𝑥)) + (1 − 𝑦)𝑙𝑜𝑔(𝑝(−|𝑘, 𝑥))),

(13)
where 𝑝(+|𝑘, 𝑥) is the probability that the model consid-
ers frame 𝑥 a keyframe in policy 𝑘 , and 𝑝(−|𝑘, 𝑥) is the
probability that the model considers 𝑥 a non keyframe,
𝑦 is the ground truth, and 𝑞(𝑘) comes from Eq. (10), 𝑝

is the predicted of the model. The difference between the
above equation and standard cross-entropy is that the label
is weighted by 𝑞(𝑘), which is referred to as biased cross-
entropy.

This loss function enables the model output to approx-
imate a subregion of the reasonable interval, rather than
converging to the mean of the interval, which may lie
outside the reasonable range.

4 EXPERIMENTS

4.1 Experimental Settings
4.1.1 Datasets
Our experiments are primarily conducted on two bench-
mark datasets: SumMe [74] and TVSum [75]. SumMe con-
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Algorithm 1 Training framework for the proposed approach
Input: Dataset 𝑋 , where in any item (𝑥, 𝑡, 𝑦) of the dataset, 𝑥

is a video, 𝑡 is the natural language guidance of the video
summary, and 𝑦 is the 𝑚 ground truths of the manually
provided video summary.

Output: Updated network parameters.
1: Extract features from the video and text: (𝑣, 𝑡) in the

dataset as (𝑥𝑣 , 𝑥𝑡 ).
2: for each epoch do
3: for (𝑥𝑡 , 𝑥𝑣 , 𝑦) in 𝑋 do
4: 𝑉 ← 𝐿𝐺𝐶𝑀𝐸 (𝑥𝑡 , 𝑥𝑣) ⊲ Language Guided Cross

Modal Embedding Module
5: 𝐺 𝑓 , 𝐺𝑏, 𝐺𝑢 ← 𝑉𝐺𝐺 (𝑉) ⊲ Video Graph Generator
6: 𝑦̂ ← 𝐼𝐺𝑅𝑅(𝐺 𝑓 , 𝐺𝑏, 𝐺𝑢) ⊲ Intra-graph Relational

Reasoning Module
7: 𝐿 ← 𝐵𝐶𝐸 ( 𝑦̂, 𝑦)
8: Optimize model parameters using optimizers

such as AdamW.
9: end for

10: end for

sists of 25 videos from diverse users and scenarios (e.g.,
cooking, racing), with each video annotated by 15-18 users
to indicate whether each frame is a summary frame. TV-
Sum comprises 50 videos from YouTube, each annotated
by 20 users. Additionally, we employed the VideoXum [27]
dataset and the QFVS [76] dataset in our analysis. The
VideoXum dataset, which consists of over 10,000 videos,
serves as a valuable resource for assessing the model’s
ability to extract insights from large-scale data.

4.1.2 Evaluation Protocol
In line with established practices, a 5-fold cross-validation
method is applied to the SumMe, TVSum, and VideoXum
datasets. F1 scores are calculated on 4 splits for the QFVS
dataset. The datasets are randomly divided into five equal
parts, with 20% designated as the test set and the remaining
80% used as the training set for the experiments. The final
experimental result is obtained by averaging the outcomes
of the five individual experiments. For VideoXum, we em-
ploy a distinct approach, using a partitioned dataset with
a separate training set for model training, a test set for
monitoring training progress, and a validation set for eval-
uating the final results. For evaluation criteria, we follow
industry standards, utilizing the F1 score of the summary
results, along with the 𝜏 and 𝜌 scores, to assess our model’s
performance. The F1 score is calculated as follows:

𝐹1 =
2𝑃𝑅
𝑃 + 𝑅

, (14)

where 𝑃 is the accuracy calculated using |𝑆 ∩ 𝑆 |/|𝑆 |, 𝑅 is
the recall calculated using |𝑆 ∩ 𝑆 |/|𝑆 |, 𝑆 is the ground truth
and 𝑆 is the model prediction value. Additionally, 𝜏 and 𝜌

represent the Kendall and Spearman correlation coefficients,
respectively, which quantify the correlation between the
model’s output scores and the ground truth labels.

4.1.3 Implementation Details
We have implemented and conducted our experiments fol-
lowing a well-defined and reproducible framework. As il-
lustrated in Algorithm 1, we have utilized GoogLeNet as the

image feature extractor for the SumMe and TVSum datasets,
while Blip [77] has been specifically employed for the
VideoXum dataset to better capture visual representations.
To optimize the training process, we have adopted AdamW
[78] as the optimizer, setting the dropout rate to 0.4 and an
L2 regularization term of 0.01 to effectively mitigate over-
fitting and improve generalization. In line with previous
research, we have applied Kernel Temporal Segmentation
(KTS) [79] to segment videos and utilized the Knapsack
algorithm [80] to solve the knapsack problem, leveraging
the scores generated by our model to determine the optimal
video summary solution. This methodological approach has
ensured a structured and efficient summarization process.

Furthermore, we have conducted all experiments on a
single NVIDIA RTX 3090 GPU, demonstrating the compu-
tational efficiency of our method. The training has been
completed within 6 hours across all dataset splits, includ-
ing SumMe, TVSum, and QFVS, which contain dozens of
videos, as well as the large-scale VideoXum dataset with
thousands of videos. These details emphasize the efficiency
and scalability of our approach, making it feasible for
real-world applications, including deployment on resource-
constrained devices.

4.2 Performance Comparison

4.2.1 Performance on Traditional Dataset

We conducted comprehensive performance comparisons on
the SumMe, TVSum, and VideoXum datasets between our
model with current mainstream baselines, as shown in
Table 1. In the SumMe dataset, human performance sets
a high benchmark with an F1 score of 54.0 and correla-
tion metrics (Kendall’s 𝜏 and Spearman’s 𝜌) both at 0.21.
Among non-GNN models, the performance varies, with
F1 scores ranging from 38.6 to 55.6. dqqLSTM performs
the lowest in this group, while A2Summ and PGL-Sum
reach the highest F1 scores but with relatively low corre-
lation values. GNN-based models generally show stronger
results, with SumGraph and LGRLN (ours) standing out.
LGRLN nearly matches human performance with an F1
score of 54.7 and achieves the highest correlation metrics
among all models (Kendall’s 𝜏 = 0.14, Spearman’s 𝜌 =
0.19), indicating its effectiveness in summarization tasks
within this dataset. Compared to VideoSAGE, our LGRLN
model supports query-guided multimodal summarization
by integrating textual inputs, employs a bi-threshold graph
convolution for more precise semantic filtering, and enables
personalized summary generation tailored to user intent.

In the TVSum dataset, non-GNN models show improved
F1 scores compared to their SumMe results, with SUM-
DeepLab, A2Summ, and PGL-Sum achieving the highest
scores, particularly PGL-Sum, which also leads in correla-
tion metrics among non-GNN models. GNN-based models
further demonstrated the superiorities in this dataset, with
LGRLN (ours) achieving one of the highest F1 scores at
58.7, and strong correlation metrics (Kendall’s 𝜏 = 0.29,
Spearman’s 𝜌 = 0.41), closely following the highest values
observed. This underscores the strong performance of GNN-
based approaches, particularly LGRLN (ours), in summa-
rization tasks for TVSum.
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TABLE 2
The Performance Comparison Between the LGRLN with Other Baselines in SumMe and TVSum Datasets.

Type Model
SumMe TVSum

F1 score ↑ Kendall’s 𝜏 ↑ Spearman’s 𝜌 ↑ F1 score ↑ Kendall’s 𝜏 ↑ Spearman’s 𝜌 ↑
Human [26] - 54.0 0.21 0.21 54.0 0.18 0.20

Others

SumTransfer [81] 40.9 - - - - -

SUM-DeepLab [82] 48.8 - - 58.4 - -

dqqLSTM [83] 38.6 0.04 0.06 54.7 - -

DR-DSN [84] 42.5 0.05 0.05 58.1 0.02 0.03

HSA-RNN [85] 42.3 0.06 0.07 58.7 0.08 0.09

GNN

VideoSAGE [43] 46.0 0.12 0.16 58.2 0.30 0.42

RSGN [26] 45.0 0.08 0.09 60.1 0.08 0.09

SumGraph [48] 51.4 - - 63.9 0.09 0.14

LGRLN(ours) 54.7 0.14 0.19 58.3 0.30 0.43

TABLE 3
The Performance Comparison in VideoXum Dataset.

Model
VideoXum

F1 score ↑ Kendall’s 𝜏 ↑ Spearman’s 𝜌 ↑
Human [27] 33.8 0.305 0.336

Frozen-BLIP [27] 16.1 0.008 0.011

VSUM-BLIP [27] 23.1 0.185 0.246

VTSUM-BLIP [27] 22.7 0.176 0.232

LGRLN(ours) 32.1 0.198 0.262

4.2.2 Performance on Large Scale VideoXum Dataset
As shown in Table 3, ours LGRLN stands out as the most
effective model in the VideoXum dataset, achieving the
highest F1 score of 32.1 and the best correlation metrics
with human judgments (Kendall’s 𝜏 = 0.198, Spearman’s 𝜌 =
0.262). Notably, LGRLN’s use of graph-based representation
effectively captures both temporal and contextual relation-
ships within video frames, allowing for a more comprehen-
sive understanding of the video content. Additionally, the
bi-threshold graph convolution mechanism incorporated in
LGRLN enables the model to intelligently filter and priori-
tize relevant information from neighboring frames, reducing
noise and enhancing the precision of the summaries. These
design choices contribute to LGRLN’s ability to outperform
other models, such as VSUM-BLIP and VTSUM-BLIP, which
show moderate performance with F1 scores of 23.1 and
22.7, respectively. In contrast, the performance of Frozen-
BLIP significantly decline with an F1 score of 16.1 and
very low correlation scores, indicating its limited capacity
to effectively summarize video content. The results suggest
that LGRLN’s advanced graph representation and convolu-
tion mechanisms are crucial for its superior performance in
video summarization tasks.

4.2.3 Performance on Multimodal Dataset
The QFVS dataset is a multimodal resource designed for
natural language-guided video summarization. As pre-
sented in Table 4, LGRLN outperforms other models,
achieving the highest average F1 score of 50.91, with a

precision of 53.27 and a recall of 53.76. This superior per-
formance is consistent across all four video scenarios, where
LGRLN maintains a strong balance between precision and
recall, resulting in highly effective summarization outcomes.
LGRLN’s strong performance can be attributed to its ad-
vanced graph-based representation and bi-threshold graph
convolution mechanism, enabling it to capture and integrate
temporal and contextual dependencies within video data
effectively. These features allow LGRLN to more effectively
distinguish and prioritize relevant information from video
frames, resulting in more accurate and contextually rele-
vant summaries. In contrast, models like QC-DPP, though
somewhat effective with an average F1 score of 44.19, strug-
gle to maintain consistency and accuracy, especially when
handling the variability of video content. Models such as
SeqDPP and SH-DPP, with average F1 scores of 30.92 and
33.38, respectively, underscore the difficulty of achieving
high recall without compromising precision. LGRLN’s con-
sistent performance across various metrics highlights the
effectiveness of its graph-based architecture and convolu-
tional mechanisms.

4.2.4 Comparison with Large Language Modeling Methods
To demonstrate the balanced performance and cost advan-
tages of LGRLN over LLM based methods, we compared
our proposed method with LLM based video summariza-
tion methods in Table 5. LGRLN shows significant advan-
tages in both performance and computational efficiency
over large video models (LVMs) like VideoXum-LLaMA-
7B and VideoXum-LLaMA-13B. Although it has only 3M
parameters, LGRLN achieves comparable or even superior
performance, reducing the parameter count by approxi-
mately 87.8% to 91.7%. This significant reduction in param-
eters leads to lower computational and storage demands,
substantially cutting training and inference time. For exam-
ple, LGRLN can be trained and run on a single RTX3090
GPU, while the larger models require 8 A100 GPUs. In terms
of performance, LGRLN excels with F1 scores of 54.7 on
the SumMe dataset and 58.3 on the TVSum dataset, out-
performing methods like M3SUM(SP) and M3SUM(PCoT),
which have F1 scores of 43.6 and 41.9, respectively. On
the VideoXum dataset, LGRLN outperforms VideoXum-
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TABLE 4
The Performance Comparison Between the LGRLN with Other Baselines in QFVS Dataset.

Model
Vid 1 Vid 2 Vid 3 Vid 4 Average

P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑
SeqDPP [86] 53.43 29.81 36.59 44.05 46.65 43.67 49.25 17.44 25.26 11.14 63.49 18.15 39.47 39.35 30.92

SH-DPP [87] 50.56 29.64 35.67 42.13 46.81 42.72 51.92 29.24 36.51 11.51 62.88 18.62 39.03 42.14 33.38

QC-DPP [88] 49.86 53.38 48.68 33.71 62.09 41.66 55.16 62.40 56.47 21.39 63.12 29.96 40.03 60.25 44.19

TPAN [89] 49.66 50.91 48.74 43.02 48.73 45.30 58.73 56.49 56.51 36.70 35.96 33.64 47.03 48.02 46.05

CHAN [90] 54.73 46.57 49.14 45.92 50.26 46.53 59.75 64.53 58.65 25.23 51.16 33.42 46.40 53.13 46.94

LGRLN(ours) 60.79 43.69 49.72 51.91 59.27 54.94 70.09 51.44 59.03 30.28 60.66 39.97 53.27 53.76 50.91

TABLE 5
Comparison of performance and computational costs with the large language model on various datasets.

Model
SumMe TVSum VideoXum

Parameters Training environment
F1 ↑ 𝜏 ↑ 𝜌 ↑ F1 ↑ 𝜏 ↑ 𝜌 ↑ F1 ↑ 𝜏 ↑ 𝜌 ↑

V2Xum-LLaMA-7B [62] - 0.222 0.293 - 0.296 0.378 29.0 0.204 0.298 7B 8 x A100

V2Xum-LLaMA-13B [62] - - - - - - 31.6 0.200 0.276 13B 8 x A100

M3SUM(SP) [63] 43.6 - - 56.9 - - - - - over 20B -

M3SUM(PCoT) [63] 41.9 - - 57.6 - - - - - over 20B -

LGRLN(ours) 54.7 0.14 0.19 58.3 0.30 0.43 32.1 0.198 0.262 3M 1 x RTX3090
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Fig. 4. Learning convergence curves on QFVS dataset.

LLaMA-7B and VideoXum-LLaMA-13B, with F1 scores of
32.1, surpassing their scores of 29.0 and 31.6, respectively.

4.2.5 Convergence Stability and Generalization Analysis
The learning curves in Fig. 4 depict the training and testing
convergence of the LGRLN model on the SumMe, TV-
Sum, and VideoXum datasets. In the SumMe and TVSum
datasets, the training BCE loss decreases steadily over 30
epochs, indicating effective learning and convergence with

minimal variance across different splits. This consistency
across splits indicates robust model performance and stable
convergence. The test BCE loss shows some fluctuations,
particularly in the early epochs, possibly due to variations in
the validation sets or the inherent complexity of the datasets.
Despite these fluctuations, the test loss stabilizes as training
progresses, confirming the model’s ability to generalize well
across different splits. In contrast, the VideoXum dataset
exhibits rapid convergence in the first few epochs, with both
training and test losses quickly reaching low values and
stabilizing, suggesting either a simpler dataset or a more
effective model fit. Overall, the learning curves indicate that
the LGRLN model achieves efficient and stable convergence
across diverse video summarization tasks, with minor fluc-
tuations mainly in more complex datasets like SumMe and
TVSum.

4.3 Ablation Study
4.3.1 The Effectiveness of Each Model Components
Table 6 presents the impact and trends of different compo-
nents on model performance. The baseline achieves an F1-
max of 47.1 and F1-mean of 16.9 on SumMe, and 78.3 and
56.9, respectively. For single modules, both BCE and Temb
bring clear improvements on SumMe, with BCE performing
slightly better, while GBT shows only minor gains. On TV-
Sum, all three modules improve F1-max, with Temb reach-
ing the highest value of 80.8, but the F1-mean of all single
modules remains below the baseline, with values of 54.6,
55.6, and 55.6. For pairwise combinations, BCE combined
with GBT achieves the best results on SumMe with F1-max
of 54.1 and F1-mean of 22.1, followed by BCE combined
with Temb, while Temb combined with GBT shows limited
improvement. On TVSum, all three combinations surpass
the baseline in F1-max, with BCE and Temb achieving the
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TABLE 6
Ablation Study on Different Model Components.

Model
SumMe TVSum

F1-max ↑ F1-mean ↑ F1-max ↑ F1-mean ↑
Baseline 47.1 16.9 78.3 56.9

BCE 53.9 20.5 80.0 54.6
Temb 52.2 19.9 80.8 55.6
GBT 47.7 17.2 79.9 55.6

BCE+Temb 53.9 21.0 81.1 56.3
BCE+GBT 54.1 22.1 80.1 56.8

Temb+GBT 52.3 19.9 80.2 55.9
LGRLN(ours) 55.9 23.1 83.0 59.5

TABLE 7
Ablation Study on Different Weight Hyper-parameters.

Parameters SumMe TVSum

a b F1-max ↑ F1-mean ↑ F1-max ↑ F1-mean ↑
0.000 0.500 54.6 16.8 62.8 42.6

0.007 0.187 52.9 20.0 71.7 48.3

0.020 0.160 44.8 19.4 77.5 53.9

0.033 0.133 52.3 22.2 72.3 49.5

0.070 0.100 50.4 22.8 74.8 52.0

highest at 81.1, but none of the combinations exceed the
baseline in F1-mean, where BCE and GBT perform best at
56.8. The complete model LGRLN achieves the best per-
formance across all metrics on both datasets, reaching 55.9
and 23.1 on SumMe, and 83.0 and 59.5 on TVSum. These
results not only outperform all pairwise combinations but
also make LGRLN the only configuration that clearly sur-
passes the baseline in F1-mean on TVSum, demonstrating
that the deep integration of multiple components provides
significant synergistic effects and enhanced stability.

4.3.2 The Effectiveness of Different Hyper-parameters

The ablation in Table 7 examines how the weight param-
eters 𝑎 and 𝑏 affect performance. On SumMe, reducing
the difference between 𝑏 and 𝑎 generally increases F1-
mean. For example, 𝑎=0.070 and 𝑏=0.100 gives F1-mean
22.8, while 𝑎=0.000 and 𝑏=0.500 gives F1-mean 16.8. The
largest difference yields the highest F1-max 54.6 but with
the lowest F1-mean, indicating a trade-off between peak and
average performance. On TVSum, the best results occur at
intermediate differences. The setting 𝑎=0.020 and 𝑏=0.160
achieves F1-max 77.5 and F1-mean 53.9, and 𝑎=0.070 and
𝑏=0.100 remains strong with F1-max 74.8 and F1-mean
52.0. A very large difference such as 𝑎=0.000 and 𝑏=0.500
degrades performance to F1-max 62.8 and F1-mean 42.6.
These observations suggest that moderate or small differ-
ences between 𝑎 and 𝑏 are preferable for TVSum, whereas
SumMe exhibits a trade-off where a larger difference can
raise F1-max at the cost of F1-mean. Overall, tuning 𝑎 and 𝑏

controls the entropy of the weighting distribution and mid-
range settings strike a better balance between fitting a single
annotation strategy and generalization across annotators.

4.4 The Effectiveness of BCE Loss

To explore the intricacies of BCE loss mechanisms, we
conducted a visual analysis comparing two aspects: the
weighted average of all ground truths in BCE loss and the
simple average of ground truths used in traditional meth-
ods. To visualize these high-dimensional ground truths, we
employed two dimensionality reduction techniques: Princi-
pal Component Analysis (PCA) and ISOMAP. PCA reduces
dimensionality by projecting data onto the hyperplane that
captures the highest variance. In contrast, ISOMAP views
data as residing on a manifold, using geodesic distances and
Multidimensional Scaling (MDS) with equidistant proper-
ties to effectively reduce the data’s dimensionality, enabling
a more comprehensive visualization.

As depicted in Fig. 5, the outcome derived from simply
averaging all ground truths frequently lies outside the con-
fines of the confidence interval established by kernel density
estimation. This discrepancy highlights the limitations of
traditional averaging methods in capturing the true vari-
ability and complexity of the data. In contrast, the result at-
tained through the BCE-weighted average tends to be more
intimately aligned with a particular confidence interval,
indicating a closer adherence to the underlying probability
distribution. This suggests that BCE loss not only preserves
critical information but also aligns the model’s outputs
more closely with the true data distribution, making it a
more effective method for handling diverse and complex
annotations in video summarization tasks. These visual-
izations further underscore the robustness of BCE loss in
managing high variability in annotations, demonstrating its
superiority over traditional averaging methods.

4.5 Analysis of Different Graph Channel Contributions

As illustrated in Fig. 6, the outputs of the forward, back-
ward, and undirected graph channels exhibit notable dif-
ferences, particularly in the summary score values assigned
to various frames. Each graph channel processes the video
sequence from a distinct perspective, capturing temporal
and contextual information unique to its directionality. For
instance, the forward graph channel emphasizes the pro-
gression of frames in chronological order, while the back-
ward graph retraces the sequence to capture contextual
dependencies in reverse. The undirected graph, on the
other hand, focuses on bidirectional relationships, offering a
holistic view of frame correlations without enforcing a strict
temporal order.

These differences indicate that each channel indepen-
dently identifies keyframes that are valuable for summa-
rization, leveraging complementary insights from the video
sequence flow. By integrating the results from these three
methods, the model ensures a comprehensive and balanced
selection of summary frames. This multi-channel approach
enhances the robustness and completeness of the final video
summary, as it synthesizes diverse temporal perspectives to
generate an accurate and semantically rich output.

4.6 Temporal Dynamics Captured by Time Embedding

As shown in Fig. 7, the time embedding mechanism demon-
strates a strong correlation between the embeddings of
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Fig. 5. The results of manually annotated summary labels for several videos in the TVSum and SumMe datasets after ISOMAP dimensionality
reduction and PCA dimensionality reduction.
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Fig. 6. Summary scores from the ground truth and the outputs of
graph channels for different videos. Each graph channel captures unique
temporal and contextual relationships.

adjacent time points. This correlation exhibits periodic fluc-
tuations across varying time intervals, indicating that the
time embedding effectively captures temporal patterns and
frequency characteristics within the video data. These pe-
riodic trends reflect the model’s ability to encode tempo-
ral dependencies and cyclical behaviors inherent in the
video sequence, such as repeated actions or transitions. The
heatmap in Fig. 7 illustrates this phenomenon in detail,
where the diagonal elements, representing the correlation of
embeddings at consecutive time points, are notably strong.
Additionally, the off-diagonal elements show periodic cor-
relation patterns, signifying that the time embedding not
only captures immediate temporal relationships but also
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Fig. 7. Correlation heatmap of time embeddings at different time points
after training. Strong correlations between adjacent moments and pe-
riodic fluctuations across intervals demonstrate the time embedding’s
ability to capture both immediate and long-term temporal patterns.

recognizes long-term dependencies and periodic structures
within the video. This ability to encode both short-term and
long-term temporal features ensures that the time embed-
ding aligns well with the sequential nature of video data.

By learning these temporal dynamics, the time embed-
ding contributes to the model’s understanding of sequential
relationships and ensures that the temporal context is prop-
erly integrated into the summarization process. This capa-
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TABLE 8
The computational cost comparison during inference in TVSum dataset.

Model Kendall’s 𝜏 ↑ Spearman’s 𝜌 ↑ Time (ms) ↓ Parameters (MB) ↓ Total (MB) ↓
PGL-SUM [91] 0.27 0.39 113.79 36.02 55.17

A2Summ [92] 0.26 0.38 120.59 9.60 50.56

VideoSAGE [43] 0.30 0.42 23.55 3.52 19.27

LGRLN(ours) 0.30 0.43 13.87 2.97 13.96

Window
Street

Food
Boat

Desk
Men

Grass
Drink

Desk
Chair

Sports
Toy

Fig. 8. The video summarization results demonstrate the effectiveness
of our proposed LGRLN in handling various natural language instruc-
tions. Each row presents different instructions applied to videos, with
blue and orange bars indicating the frequency of key visual elements
based on the prompts.

bility enhances the model’s ability to generate summaries
that are not only temporally coherent but also sensitive
to recurring patterns or significant time-based variations
within the video content.

4.7 Summary of Videos Guided by Natural Language
We present qualitative results in Fig. 8 using BERT as the
text encoder and visualize frame-level relevance as his-
tograms, where the horizontal axis is the temporal order
of frames and the vertical axis is the normalized relevance
score; blue and orange bars correspond to two prompts.
For each video, the first histogram employs prompts that
actually occur in the clip, specifically Window versus Street
for the first video, Desk versus Men for the second, and
Desk versus Chair for the third. In these matched settings,
LGRLN concentrates high scores on the correct temporal
regions and suppresses unrelated frames, indicating accu-
rate localization and effective language–vision alignment.
To assess rejection behavior, the second histogram of each
video uses prompts that are unrelated to the clip, specifically
Food versus Boat in the first video, Grass versus Drink in
the second, and Sports versus Toy in the third. Ideally the
model should output uniformly low scores when no corre-
sponding content is present, yet we observe non-negligible

activations at certain time positions. These errors likely arise
from spurious lexical associations between prompts, back-
ground co-occurrence patterns that partially resemble the
scene, and temporal smoothing in graph message passing
that propagates false positives across neighboring frames.
This analysis clarifies both the strengths of the method in
matched scenarios and its current limitation in rejecting
off-topic prompts, and it motivates future improvements
through negative-prompt training, confidence calibration
with adaptive thresholds, contrastive suppression of irrel-
evant prompts, and prompt-conditioned gating in the rela-
tional reasoning module.

4.8 Comparative Analysis of Computational Efficiency
To illustrate the efficiency of our model, we performed
a comparative analysis of its computational cost against
several traditional video summarization models, as shown
in Table 8. Our LGRLN model significantly reduces com-
putational demands, requiring only 13.96 MB of memory
and 13.87 ms for inference. Compared to the PGL-SUM
model, which consumes 55.17 MB of memory and takes
113.79 ms for inference, our model reduces memory usage
by approximately 74.7% and inference time by 87.8%. Even
compared to the more efficient VideoSAGE model, LGRLN
reduces total memory usage by 27.5% and inference time
by 41.1%. Additionally, our LGRLN model uses only 2.97
MB of parameters, a reduction of 91.7% compared to PGL-
SUM and 69.1% compared to A2Summ, which require 36.02
MB and 9.60 MB of parameters, respectively. Despite this
dramatic reduction in resource usage, our model maintains
competitive performance among the tested models, indicat-
ing a strong correlation between the predicted summaries
and the ground truth.

In summary, the LGRLN model demonstrated superi-
orities in producing high-quality video summaries while
maintaining remarkable computational efficiency. These re-
ductions in resource usage, up to 91.7% in parameter count
and 87.8% in inference time, highlight its suitability for
practical applications where both performance and resource
optimization are crucial.

4.9 Deployment considerations and limitations
A practical scenario that motivates our summarization,
where a user’s natural-language query guides the selection
of a compact set of key frames or shots to create a temporally
coherent visual summary of the video. In contrast, video
captioning aims to generate free-form textual descriptions
for a given video and has seen rapid progress. numbers
reported in this paper are measured on desktop-class hard-
ware and are intended to indicate relative efficiency. Actual
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on-device deploy ability depends on factors not evaluated
here, including memory footprint under the target runtime
(e.g., NNAPI/Core ML), operator availability/fusion, I/O
and pre/post-processing overheads, and potential quantiza-
tion/distillation. While our model has only 3M parameters
and shows reduced inference cost, demonstrating mobile
feasibility requires hardware-specific profiling and engi-
neering, which we leave for future work.

5 CONCLUSION

In this paper, we propose a novel Language-Guided Graph
Representation Learning Network (LGRLN) to tackle the
challenges of video summarization, with a focus on cap-
turing temporal dependencies and integrating multimodal
user inputs. By transforming video frames into structured
graphs and integrating user-provided language instructions,
our approach generates personalized and contextually rele-
vant video summaries. Experimental results show that our
method outperforms existing approaches across multiple
benchmarks, particularly excelling in multimodal tasks. Fur-
thermore, our application of a mixture Bernoulli distribution
model for managing diverse annotation sets a new standard
in accommodating user preferences in summary generation.
Future work could involve further refinement of graph
representation and the integration of additional modalities,
such as audio or user interaction data, to enhance the
adaptability of the summarization process.
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